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Let’s ask AI About the Author…

Tapio Pitkäranta = Forrest Longshore!!



Evening Fairytales



What would you like to ask “CaseMix / DRG AI Assistant”?

• https://forms.gle/hTRkKGo3gFemB4yY7 

Take your 
mobile phone 
and show 
camera

Help to improve 
AI study!

https://forms.gle/hTRkKGo3gFemB4yY7


Content of this presentation



Objectives, Research 
Questions



This study: Objectives & Research Questions
Objectives
• Build an AI Assistant, that is able to answer CaseMix 

questions for different stakeholders
• Avoid technical complexity if possible
Research Questions
• What are possible AI design patterns implementing AI 

Assistant?
Summary: Materials & Methods
• As Materials we use NordDRG as the CaseMix system that 

is used in many countries (Finland, Sweden, Norway, 
Iceland, Denmark…) 

• Technical Methods used:
• AI: We use state of the art LLMs: GPT 3.5, GPT4, GPT4o
• We evaluate state of the art design patterns: LLM, Custom GPTs, 

RAG+LLM, Multi-Agent System



Artificial Intelligence 
Background and Related 
work



Background & Related Work

• Long history of AI science
• Machine Learning, Agents, MAS, Neural 

Networks, …

• LLMs glue tech together in new ways
• “Consilience” started from “Attention is all 

you need” (2017)
• (Book by Edward O. Wilson) 

• LLMs, RAG, …



General AI / Common Purpose AI
• LLM (Large Language Model) is perhaps misleading term

• General AI / Common Purpose AI: 
• …can be used in wide variety of applications
• …might be comparable to the invention of the WWW



• AI in Hyperscale:
• Training a new AI model might cost > 100 M€

• Intense Vendor Competition: 
• The landscape of Large Language Model (LLM) vendors is highly competitive, with 

numerous companies vying to produce the most advanced and efficient models. This 
competition drives rapid innovation, as vendors continually enhance their models' 
capabilities to gain market leadership.

• Benchmarking Through Rigorous Testing: 
• To assess the performance and quality of LLMs, vendors subject their models to a wide 

array of rigorous tests. These tests evaluate various aspects such as accuracy, 
coherence, speed, and ability to handle diverse linguistic tasks, ensuring that only the 
best models stand out.

• Comparative Analysis via Leaderboards: 
• Leaderboards play a crucial role in comparing LLMs across different metrics and 

benchmarks. They provide a transparent and standardized way to rank models, 
allowing users and developers to easily identify which models excel in specific areas, 
thus fostering an environment of continuous improvement and accountability.

More information about benchmarks
• https://chat.lmsys.org/?leaderboard
• https://www.vellum.ai/llm-leaderboard 

AI LLM models competition: Vendors and Benchmarks 

https://nordcaseforum.easyredmine.com/
https://www.vellum.ai/llm-leaderboard


New AI Design patterns? What is RAG?

• https://python.langchain.com/docs/use_cases/question_answering/ 

• RAG = Retrieval Augmented 
Generation

• RAG uses traditional IR methods 
(information retrieval) together 
with LLM

• With RAG you can “ground 
your LLM to the truth”

https://python.langchain.com/docs/use_cases/question_answering/


Materials and Methods 
used in the study



Materials: NordDRG Specifications 



Materials: NordDRG Definition Tables
NordDRG specification:
• Database containing 

about 20 tables
• DRG groups, ICD 

codes, Procedure 
codes, Diagnose and 
Procedure categories, 
etc

More information
• https://nordcase.org/
• https://nordcaseforum.

easyredmine.com 

https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/


Materials: NordDRG Documentation
NordDRG documentation
• Database containing 

about 20 tables
• DRG groups, ICD 

codes, Procedure 
codes, Diagnose and 
Procedure categories, 
etc

• Documentation in PDF 
format about content 
and interpretation of 
the Definition Tables

More information
• https://nordcase.org/
• https://nordcaseforum.

easyredmine.com 

https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/


Material: Additional Prompts
Additional Prompts
• Additional prompts are 

instructions for the LLM
• Examples include sequence of 

steps that the LLM should follow 
in order to provide a simple 
answer

• Prompts can be written in natural 
language by substance expert

Example Additional Prompts

If I ask you something about which 
DRG groups contain some medical 
conditions you should first check:

1) drg_name sheet in the Excel

2) from the drg_name use the 
different columns containing 
descriptions of those DRG groups

3) Prefer to use English versions of 
the DRG group descriptions

4) Understand that drg_name sheet 
contains also country column 
specifying in which version the 
group is relevant



Materials: DRG Names FI-EN
Part of NordDRG Definition Tables:
• List of DRG Group codes and names in 

Finnish (FI) and in English (EN)

More information
• https://nordcase.org/
• https://nordcaseforum.easyredmine.com 

https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/


Material: DRG Names FI
Part of NordDRG Definition Tables :
• List of DRG Group codes and names in 

Finnish (FI)

More information
• https://nordcase.org/
• https://nordcaseforum.easyredmine.com 

https://nordcaseforum.easyredmine.com/
https://nordcaseforum.easyredmine.com/


High Level Architectures and AI Design Patterns



#1 High Level Architecture: “Custom GPT”

LLM

User input Natural language

User input 
text

Answer with 
context

Chat 
Interface

CaseMix Specification

Additional Documents

Additional Prompts Contextual 
tuning

Data 
Integration

Pros
• Implementation and training does 

not require programming skills

Cons
• Constrained by the LLM capability 



#2 High Level Architecture: LLM + RAG

RAG 
Transform LLM

User input Natural language

User input 
with context

Answer with 
context

User input 
text

Answer with 
context

Chat 
Interface

“C
lassic RA

G
”

CaseMix 
Specification
Vector Store

Prompted 
User input 

text

Response 
to user

Search

Prompt

Pros
• Can be fine tuned to provide 

accurate results in various use cases
• Grouded to truth (less hallucination)

Cons
• IR model adds technical complexity and 

might have limitations
• RAG can also be source of errors



#3 High Level Architecture: Multi-Agent System

RAG 
Transform

Metadata
Catalogue

AI Agent 
Controller

LLM

User input Natural language

User input 
with context

Answer with 
context

User input 
text

Answer with 
context

Interaction 
Agent

Search

Prompt

“C
lassic RA

G
”

Select 
Template Answer with 

context

Prompted 
User input 

text

Response 
to user

Read

Available 
agetns

Pros
• Can be fine tuned very 

accurately to any use case

Cons
• Technically most complex and bleeding 

edge architecture
• Requires sophisticated technical skills or 

maintenance organization

CaseMix 
Specification
Vector Store



LLMs in Experimental Implementation
• LLM models used 

• GPT-3.5
• GPT-4
• GPT-4o 

• LLM additions
• RAG, MAS

• Python
• RAG
• Pandas
• FAISS
• TF-IDF
• Langchain

More information about benchmarks
• https://chat.lmsys.org/?leaderboard
• https://www.vellum.ai/llm-leaderboard 

https://nordcaseforum.easyredmine.com/
https://www.vellum.ai/llm-leaderboard


Experimental Evaluation of 
the AI Architectures with 
NordDRG Use Cases



Use Case: Search NordDRG 
Definition Tables Best AI model (GPT4o) fails when 

Definition Tables is the only source



Use Case: Search NordDRG 
Definition Tables

Best AI model (GPT4o) succeeds when instructions by 
NordDRG specialist is included into the context



Use Case: Search NordDRG 
Definition Tables The second best AI model (GPT4) fails when instructions by 

NordDRG specialist is included into the context



Use Case: Local Medical Terms 
from DRG Names FI

• Could you list DRG 
groups that might be 
related to Finnish 
word umpilisäke?

• GPT4 Fails to find the 
relevant groups from 
the DRG Names table

Reason for failure: 
• GPT4 is generating 

code but is doing 
exact string matching 
instead of 
understanding the 
word variants



Use Case: Local Medical Terms 
from DRG Names FI

• Could you list DRG 
groups that might be 
related to Finnish 
word umpilisäke?

• GPT4o Fails to find the 
relevant groups from 
the DRG Names table

Reason for failure: 
• GPT4o is generating 

code but is doing 
exact string matching 
instead of 
understanding the 
word variants



Retrieval 
Augmented 
Generation

• Could you list DRG groups 
that might be related to 
Finnish word umpilisäke?
• GPT4 Succeed to generate 

the relevant groups from 
the DRG Names FI table
• Downside: this requires

Retrieval program to be
written and LLM role is 
merely text generator

Use Case: Local Medical Terms 
from DRG Names FI



Use Case: Local Medical Terms 
from DRG Names FI-EN

• Could you list DRG 
groups that might be 
related to Finnish 
word umpilisäke?

• GPT4o Succeeds to 
find the relevant 
groups from the DRG 
Names FI-EN

Reason for success: 
• GPT4o is generating 

code and is doing 
exact string matching 
in English word 
variants



Use Case: Local Medical Terms 
from DRG Names FI-EN

• Could you list DRG 
groups that might be 
related to Finnish 
word umpilisäke?

• GPT4 Succeeds to 
find the relevant 
groups from the DRG 
Names FI-EN

Reason for success: 
• GPT4 is generating 

code and is doing 
exact string matching 
in English word 
variants



Use Case: DRG Names FI • Result is pretty good (GPT4o)!



Use Case: Diagnosis 
Categories from 
DRG Logic

• Result is pretty good (GPT4o)!



Use Case: Diagnosis 
Categories?

• Result is pretty good (GPT4o)!



Use Case: Diagnosis 
Categories from 
DRG Logic

• Result is…?



Use Case: Suggest Automatic 
Technical Changes

We propose some changes to Estonian NCSP code list:

• a) few typo error corrections in EST_NCSP code names

• b) two procedure codes should be removed from the list , as they are not relevant : not procedure nor 
investigation and these code have not been used

• c) one procedure code we want to change ( from UJX00 to UJF92 ), so it will be in more logical place as Finnish list 
shows.

• Our proposal in attached file.

Case:
• https://nordcaseforum.easyredmine.com/issues/917

https://nordcaseforum.easyredmine.com/issues/917


Use Case: Suggest Automatic 
Technical Changes

Case:
• https://nordcaseforum.easyredmine.com/issues/917

https://nordcaseforum.easyredmine.com/issues/917


Use Case: Suggest Automatic 
Technical Changes

Case:
• https://nordcaseforum.easyredmine.com/issues/898 

https://nordcaseforum.easyredmine.com/issues/898


Use Case: Suggest Automatic 
Technical Changes

Case:
• https://nordcaseforum.easyredmine.com/issues/898 

https://nordcaseforum.easyredmine.com/issues/898


Summary of the Experimental Results



NordDRG AI Assistant



Use Case: Search Relevant DRG 
Groups from Definition Tables

• Could you list all DRG 
groups that are 
related to 
appendectomy?

• GPT4o Succeeds to 
find the relevant 
groups from the 
NordDRG definition 
tables



Use Case: Medical Terms from 
Definition Tables

• Could you list DRG 
groups that might be 
related to Finnish 
word umpilisäke?

• GPT4o Succeeds to 
find the relevant 
groups from the 
NordDRG 
specification



Use Case: Search Relevant DRG 
Groups from Definition Tables

• Could you list all DRG 
groups where it seems 
that a child has born?

• GPT4o Fails to find the 
relevant groups from 
the NordDRG 
definition tables



Use Case: Search Relevant DRG 
Groups from Definition Tables 
with additional instructions

• Could you list all DRG groups where 
it seems that a child has born?
• GPT4o Succeeds to find the 

relevant groups from the NordDRG 
definition tables
• This is achieved by providing 

additional instruction (prompt) for 
the LLM how to interpret the 
NordDRG definition tables



Conclusions



Conclusions
1. LLMs are developing fast and getting better all the time

• During lifecycle of this paper the efficient way to get same results changed. 
First we needed to use LLM + RAG however new enhanced LLM achieved 
same level results with more simple AI architecture

2. Differences between LLMs
• General reasoning capability in best models starts to be useful for CaseMix 

Systems
3. Getting good results requires dicipline (“Experimental Science”)

• Going through relevant use cases and having “right answers”
• Conducting prompt engineering to teach the AI

4. LLMs have issues with small languages such as Finnish
• Important to have English clinical terms mapped in specification level 

together with smaller languages 
5. Advanced methods such as RAG are no silver bullet

• Embedding search as vector model might do the damage already



Future Work



Future Work
1. NordDRG AI Assistant

• Happy to get your questions what you would like to ask from AI 
Assistant

• Discuss with many stakeholders
• Collect more questions and answers

2. Multi-Agent System
• Several speciffic agents instead of one general AI agent
• One to answer DRG questions, another to propose technical changes, 

third to search for gaps in the specification (“QA”), etc
• Automatic maintenance agent?

3. Other CaseMix related specifications
• Try out other casemix specifications
• ICD-11?



Thank you!

• Questions?



What would you like to ask “CaseMix / DRG AI Assistant”?

• https://forms.gle/hTRkKGo3gFemB4yY7 

Take your 
mobile phone 
and show 
camera

Help to improve 
AI study!

https://forms.gle/hTRkKGo3gFemB4yY7

